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12.1 Gibbs the man

From the Britannica, 

Gibbs, J(osiah) Willard (1839-1903)      

theoretical physicist and chemist who was one of the greatest scientists in the United States in the 19th century. His application of thermodynamic theory converted a large part of physical  chemistry from an empirical into a deductive science.

               Gibbs was the fourth child and only son of Josiah Willard Gibbs, Sr., professor of sacred literature at Yale University. There were college presidents among his ancestors and scientific ability in his mother's family. Facially and mentally, Gibbs resembled his mother. He was a friendly youth but was also withdrawn and intellectually absorbed. This circumstance and his  delicate health kept him from participating much in student and social life. He was educated at  the local Hopkins Grammar School and in 1854 entered Yale, where he won a succession of prizes. After graduating,  Gibbs pursued research in engineering. His thesis on the design of gearing was distinguished by the logical rigour with  which he employed geometrical methods of analysis. In 1863 Gibbs received the first doctorate of engineering to be  conferred in the United States. He was appointed a tutor at Yale in the same year. He devoted some attention to  engineering invention.

 Gibbs lost his parents rather early, and he and his two older sisters inherited the family home and a modest fortune. In  1866 they went to Europe, remaining there nearly three years while Gibbs attended the lectures of European masters of  mathematics and physics, whose intellectual technique he assimilated. He returned more a European than an American

 scientist in spirit--one of the reasons why general recognition in his native country came so slowly. He applied his  increasing command of theory to the improvement of James Watt's steam-engine governor. In analyzing its  equilibrium, he began to develop the method by which the equilibriums of chemical processes could be calculated. 

 He was appointed professor of mathematical physics at Yale in 1871, before he had published his fundamental work.  His first major paper was "Graphical Methods in the Thermodynamics of Fluids," which appeared in 1873. It was  followed in the same year by "A Method of Geometrical Representation of the Thermodynamic Properties of  Substances by Means of Surfaces" and in 1876 by his most famous paper, "On the Equilibrium of Heterogeneous

 Substances." The importance of his work was immediately recognized by the Scottish physicist James Clerk Maxwell in  England, who constructed a model of Gibbs's thermodynamic surface with his own hands and sent it to him.

 He remained a bachelor, living in his surviving sister's household. In his later years he was a tall, dignified gentleman,  with a healthy stride and ruddy complexion, performing his share of household chores, approachable and kind (if  unintelligible) to students.

 Gibbs was highly esteemed by his friends, but U.S. science was too preoccupied with practical questions to make much  use of his profound theoretical work during his lifetime. He lived out his quiet life at Yale, deeply admired by a few able  students but making no immediate impress on U.S. science commensurate with his genius. He never even became a

 member of the American Physical Society. He seems to have been unaffected by this. He was aware of the significance  of what he had done and was content to let posterity appraise him.

 The contemporary historian Henry Adams called Gibbs "the greatest of Americans, judged by his rank in science." His  application of thermodynamics to physical processes led him to develop the science of statistical mechanics; his  treatment of it was so general that it was later found to apply as well to quantum mechanics as to the classical physics  from which it had been derived.

statistical mechanics , (a term coined by Gibbs):  branch of physics that combines the principles and procedures of statistics with the laws of both classical and quantum

 mechanics. It aims to predict and explain the measurable properties of macroscopic systems on the basis of the  properties and behaviour of the microscopic constituents of those systems. Statistical mechanics, for example,  interprets thermal energy as the energy of atomic particles in disordered states and temperature as a quantitative  measure of how energy is shared among such particles. Statistical mechanics draws heavily on the laws of probability, so  that it does not concentrate on the behaviour of every individual particle in a macroscopic substance but on the  average behaviour of a large number of particles of the same kind.

 The mathematical structure of statistical mechanics was established by the U.S. physicist J. Willard Gibbs in his book  Elementary Principles in Statistical Mechanics (1902), but two earlier physicists, James Clerk Maxwell of Great Britain  and Ludwig E. Boltzmann of Austria, are generally credited with having developed the fundamental principles of the

 field with their work on thermodynamics. Over the years the methods of statistical mechanics have been applied to  such phenomena as Brownian motion (i.e., the random movement of minute particles suspended in a liquid or gas) and  electric conduction in solids. They also have been used in relating computer simulations of molecular dynamics to the

 properties of a wide range of fluids and solids.

 12.2 Ensembles
Gibbs developed the notion of ensemble, first introduced by Boltzmann who called it  Ergode. An ensemble is a collection of systems of the same kind, together with a probability distribution over the systems. For example a system with fixed Volume, Temperature and Number of molecules is called the  canonical  ensemble; a member of this ensemble would be a specific set of  positions and velocities for all the molecules.

Gibbs(p 188) says that the systems do not have a' simultaneous physical existence',  they are ' creations of the imagination'. People have been arguing ever since about what the ensembles are supposed to be. Gibbs remarks in the twelfth chapter of his book that the ensembles may be understood ultimately as the collection of states into which a single system evolves in an infinite duration of time. Then the concept of probability of an event A can be replaced by the proportion of time that the system in  its evolution spends in state A, an objective frequentist conception.

Gibbs specifies an equilibrium distribution for his ensembles. He considered three different types of ensembles:

 the microcanonical ensemble, fixed V,E,N

 the canonical ensemble, fixed V,T,N

 the grandcanonical ensemble, fixed V,T,μ( chemical potential per atom)

Whereas Maxwell and Boltzmann considered  only the microcanonical ensemble, Gibbs allowed the energy E and the number of particles N to vary in his other two ensembles. His grandcanonical ensemble is a system of fixed volume with walls permeable to heat and molecules, in contact with an infinite heat reservoir to keep T constant, and with molecules of the same species determined by μ . Thus the energy of the system may be affected by molecules entering from outside.
In the canonical ensemble, the probability of a system having energy E is proportional to exp(-E/ kT). Gibbs had the pragmatic view that the probabilities were part of the theory, to be accepted if the resulting predictions were correct. They did turn out to predict macro behaviour of gas systems, and remain in standard use in classical and quantum statistical mechanics.

12.3 Predictive statistical mechanics
Jaynes the man

Edwin Thompson Jaynes (July 5th, 1922 – April 30th, 1998) was Wayman Crow Distinguished Professor of Physics at Washington University in St. Louis. He wrote extensively on statistical mechanics and on foundations of probability and statistical inference. 

A particular focus of his work was the construction of logical principles for assigning prior probability distributions; see the principle of maximum entropy, the principle of transformation groups and Laplace's principle of indifference. 

His last book, Probability Theory: The Logic of Science, attempts to gather together the multiple threads of modern thinking about Bayesian probability and statistical inference, and to demonstrate the advantages of Bayesian techniques by comparison with the results of other approaches.
Jaynes(1957) suggests that the probability distribution assigned by Gibbs is the appropriate one when one is ignorant about a distribution, except for knowing its mean: A system may be have energies 
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The question is, why should a distribution we derive to express our ignorance produce agreement with macro physical properties of the system?

The question of the nature of these probabilities, Laplacian, epistemic, frequentist remains. The Gibbsian answer is: they work don't they, which seems to imply a kind of frequentist attitude, that he happened to guess the right probabilities because of invariances in the physics, just as we do for gambling equipment.

Feynman( Lectures on Physics, vol I , chapter VI):

By the probability of a particular outcome of an observation we mean our estimate for the most likely fraction of a number of repeated observations that will yield that particular outcome.

 From this I conclude that physicists have no idea what they mean by probability, just like the rest of us. 

24

_1159075488.unknown

_1159075530.unknown

_1159075691.unknown

_1159075413.unknown

